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For this framework, singularity refers to the greatest synergy between human and artificial 
intelligence.  It is humanity’s greatest ally in the realm of scientific discovery, industrial 
advances, and the fight against environmental threats.  A central cross-correlation engine that 
conducts ongoing pattern analysis, security reviews, and bias health checks will cross all the 
activities within the various resources.  It is an opt-in model, and not every classified lab 
function will require (or be given) access to this resource.  But in the case of the national labs, a 
real-time cross-correlation function can advance science with deeper insights and course 
correction during experimental campaigns.  The complete body of lab research then becomes a 
national AI resource.  The enterprise and AI startups can help propel their intellectual property 
forward with new feature discovery, digital twin testing, and rapid time to market. 
 
One primary intelligence can analyze all incoming and historical data, or it can be a series of 
singularities that are purpose-built for different fields of endeavor.  In any event, having this 
capability gives a far more profound understanding of our environment and all its possibilities. 

Architecture Fundamentals 

Models are trained locally at each 
institution 

Trained model parameters are 
aggregated and sent to update and 
enhance the "singularity model" that is 
the basis of the experiment being run 

Actual data is never shared with any 
central point, or any other institution 

The next iteration wi ll have updated 
parameters that include the benefit of 
everyone's training runs 

An overarching singularity model can 
be used for dedicated 
cross-correlation and deeper pattern 
analysis across all models 

This leads to deeper and more 
accurate insights, real-time corrective 
actions, and targeted 
recommendations for users 

. . . . 
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Illustration 5 - Application Specific Framework with Security Isolation 

 
Since we are using a shared infrastructure model, data security must be handled more 
granularly than in traditional approaches.  It is not sufficient to have a “single access point” that 
grants access to all models and all data – such a system would be vulnerable to a single security 
breach giving access to everything (as is shown in the traditional architecture on the left). 
 
On the right side of the diagram, the more modern approach shows how individual application 
access controls can be applied so that having access to one application does not give access to 
all resources.  These can even be timed and/or revocable access tokens.  A single security 
breach would not result in more than one application being compromised. 
 
 
 
 
 
 
 
 
 
 
 
 

Compartmentalizing Security to Application Specific Framework 

Moving from VPN to Zero-Trust Network Architecture Security 

Traditional VPN Connection (IPsec) 
Cluster-to-Cluster Security 

CJCJCJ 

CJ * 
CJ CJ CJ 

«« VPN(IPsec) »» 
OSINetworkLayer3 

CJ CJ CJ 

* CJ 
CJ CJ CJ 

Iii] Iii] n Extensive Firewall Rules per deployed App ~ Iii] Iii] Iii] Iii] ~ -On both sides due to Network Layer Exposure - V Iii] Iii] 

■ 
. . . . 
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Questions Section: 
 
1. What options should the Task Force consider for roadmap elements A through I, and why?  
 
In terms of RFI elements A through C, it seems clear that an open community approach to the 
ownership and maintenance of this resource would be optimal.  Essentially, a federated 
compute, storage, and AI development environment composed of multiple labs and data 
centers is connected on a highly secure and lossless framework with a small group of dedicated 
paid resources to manage the common infrastructure instance.  This funded management team 
would coordinate architectural upgrades and responses to technical issues.  
 
The related hardware and software resources would be donated and shared by the various 
organizations and participants in a federated network architecture.  A governance model for 
this resource could be based on open community principles via the Linux Foundation or similar 
community frameworks.  Furthermore, given element D, it requires a multi-tiered approach to 
data access and provenance tracking through Distributed ledger-based technology.  All domains 
will likely benefit significantly from HPC-enabled metadata and digital twin creation.  This 
motivates an infrastructure that enables a unified framework among a diversity of components, 
from the IoT Edge to the HPC Core.  Such heterogeneity will be critical to the success of this 
endeavor, and several platforms and emerging techniques can be combined to help address 
this requirement.  
 
Commonly known required components: 
 

● Open and closed data sets that help participants enable model training capability to be 
identified, built, and curated.  Metadata frameworks would be created to increase 
efficiency and help navigate issues of privacy and bias. 

● A generalized digital twin environment that supports discovery and data set generation. 
● A user-permission and authentication mechanism. 
● A platform to create, distribute and manage AI models, with capabilities including 

ground-up development, pre-built models, pipeline workflow, lifecycle management, 
and drift correction. 

● A hardware environment including all necessary resources, including storage, processors 
(GPU/TPU/IPU, x86, ARM), networking components, and software infrastructure 
platforms (Kubernetes, container management, databases, memory optimization, etc.). 

  
Unique elements would include: 
 

● A flexible and dynamic resource federation model that is based on an automated data 
fabric that extends across all elements.  This helps private sector firms gain access to 

■ 
. . . . 
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and directly build better hardware and software via a shared space that is co-designed 
with public sector emerging needs.  

● A marketplace that enables both open and private science and industry, with models 
available to any organization.  In essence, a library of templated architectures and base 
pre-trained AI models for related research purposes that ultimately enable cross-
correlation of models, incorporating relevant heterogeneous data sources and sensors 
that can generate pattern analysis in real-time to enable deeper insights and rapid 
course correction.  

● A library of composable transformation and featurization layers that aid user adoption 
of the templated architectures and enable security and provenance tracking from the 
beginning of the development cycle. 

● A software-defined memory allocation and virtualization framework that eliminates 
bottlenecks for large-scale AI workloads and optimally capitalizes on both on-premise 
and distributed data stores. 

● A tiered security architecture that includes:  
o Ongoing 24/7 penetration testing with non-intrusive security scans.  
o Distributed ledger-based user/resource authentication.  
o Layer 7 integration strategy (intrusions relegated to a single application). 
o Biometric authentication and resource isolation within the federated network 

for sensitive workstreams. 
o Monitor decryption keys for data provenance, audit, and automated discovery of   

abuse patterns. 
o Independent software instances that autonomously assign themselves to assess 

and scan newly federated hardware. 
● Open source fairness and bias management tools, provided by a dedicated community 

ethics group.  This team will apply operational parameters to data sources, metadata 
layers, and cross-correlation engines to maintain systemic neutrality.  This includes a 
tight focus on privacy and the protection of individual rights. 

 
2. What capabilities and services provided through the NAIRR should be prioritized? 
 

● Curated and openly available data sets would be the top priority in our estimation. 
● Various users and institutions can access openly available models in a registry. 
● Readily available hardware infrastructure for model training, openly available to all 

member institutions.  Beyond training requirements, the use of more expensive chipsets 
(GPUs, TPUs, IPUs, FPGAs, etc.) should be evaluated from a price/performance 
perspective against standard chip architectures (x86, etc.) in terms of production lab 
use.  This will lead to a balanced workload approach, cost savings, and co-designed 
hardware and algorithm compositions. 

 

■ 
. . . . 
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